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How much initial budget is necessary \& sufficient for Bart to win?
Theorem:
Bidding games are determined.

- Bart wins from $v$, if he has budget $>T h(v)$
- Lisa wins from $v$, if Bart has budget $<T h(v)$


Theorem [LLPU96, LLPSU99]:
(1)

Threshold budgets exist
(2) They salisfy an average property
(3) Optimal bids can be derived from the threshold budgets
(4) In NP $\cap$ co-NP Via a (simple) reduction to stochastic games

## Reachability first-price Richman continuous [Lazarus, Loeb, Propp, Stromquist, Ullman '96,'99]


P.S. $v^{+}$and $v^{-}$are the max/min neighbours wrt Th()
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The possible budgels are as follows:
Budgets are of the form $B$ or $B^{3:}$

$$
0<0 *<1<1 * \ldots k<k^{*}<k+1
$$

Reachability first-price Richman discrete
[Develin \& Payne. 2009]
A bidding games is played on an arena: $\mathscr{A}=\langle k, V, E\rangle$
where $k \in \mathbb{N}$ is che local budget
A configuration is $\left(\nu, B_{1}, B_{2}\right)$ with $B_{1}+B_{2}=k$
Al each turn, Player $i$ bids an integer $b_{i} \leq B_{i}$
If $b_{1}>b_{2}$, then Player 1 moves, and $B_{1}^{\prime}=B_{1}-b_{1}, B_{2}^{\prime}=B_{2}+b_{2}$

Decision Problem:
Input: A game graph $\mathscr{E}$, local budget $k$ (encoded in binary), Winning condition $\mathbb{W}$, and initial configuration $\left\langle v, B_{1}, k \ominus B_{1}\right\rangle$, where $B_{1}=$ Bart's initial budget
Output: Yes of Bart wins the game from $v$ with budget $B_{1}$
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No known structure on the threshold budgets Do Threshold budgets satisfy the average property?

Do threshold budgets give rise to bids?
Best algorithm to compute them is exponential
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From bidding to turn-based games

Theorem: [Avi \& S.]

1. If Player 1 wins from every vertex, then $T \geq T h_{G}$
2. If $T=T h_{G}$, then Player 1 wins from each vertex of $G_{T}$

Repeat the same such that with respect to is are in Player 2 (Lisa) ) $\oplus 1\}$

Remark:
Both $T: V \rightarrow[k+1]$ and the winning strategy of $G_{T}$ are the certificates.

No known structure on the threshold budgets
Do Threshold budgets satisfy the average property?
mo threshold budgets give rise to bids? Games $\mathrm{G}_{u_{y}} A_{v_{p_{j}}}$
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## Take Away - Part I

Theorem:
Finding Threshold budgets in parity discrete bidding games is NP $\cap$ co-NP.

## Corollary:

Polynomial size winning strategies exist.

Imrovement: Earlier only EXPTIME algorithm was known for discrete bidding (including Reachability)

## Food for thought?

- Turn-based parity games are in NP $\cap$ co-NP, but not known to be in P. - Turn-based parity games $\rightarrow$ discrete bidding games with fixed budgets - Discrete bidding parity games with budgets in binary $\rightarrow$ membership in $N P \cap \operatorname{co-NP}$

Part II (in Practice):
Continuous Bidding Games in Multiobjective Decentralised Synthesis
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Wants to recharge the battery

Soltwitions wie tet them know what the
"Assume-admissible" Synthesis: Winhing strategies can be synkhesized (in decentralised manner) AND composed after knowing the other player's objective, and their rational behaviour
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Input: A graph-arena $G$ and two non-conflicting objectives output: Yes, if we can synthesise two controllers and schedule them via bidding so that they fulfil thei own objectives.

For a given set of assumptions about the other controller (Some of the) Theorems (Avn, Mallik, and S. 24):

- Strong synthesis can be solved in NP $\cap$ coN, and in PTIME for binary graphs, Moreover, for SCC and Buchi objectives, strong synthesis is always possible.
- Strong-synthesised controller in redundant-vertex-removed graph (if exists) $\Rightarrow$ Assume-admissible controller for original graph [Sound solution but not complete]
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Strong Synthesis:
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## Take Away - Part II

Decentralised Synthesis Problem:
Given a game arena $\mathscr{G}$, kwo overlapping winning objeckives, when can we synthesize kwo controllers and schedute them so that both the objectives are salisfied.

Take Away - Part II

Decentralised Synthesis Problem:
Given a game arena $\mathscr{G}$, two overlapping winning objectives, when can we synthesize two controllers and schedule them so that both the objectives are satisfied.
©
We propose a solution using bidding games

- We identify where some solution always exists, and analyse complexity for finding solutions for qualitative objectives
- We show knowledge/assunplion/flexibility tradeoff with solution space

Future work:

- Quantitative objectives?
- Complete solutions for assumeadmissibility, assume-guarantee?
- Multi-player bidding?

Recap: Bidding Sames on sEraphs

In Theory

Studied Richman first-price discrete parity bidding games:

- Fixed-point algorithm gives nice structure to the threshold budgets, and optimal bids
- Showed membership in NP $\cap$ coNT by using that structure and algorithm for turn-based parity games

In Practice
Auction-Based Scheduling:

- Proposed a solution for decentralised synthesis problem using bidding for scheduling mechanism
- Studied where such solution always exists (graph arena, objectives), where it gives sound-but-incomplete solution, and complexity result es
- Tradeoff between solution space and behavioural solution
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